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DETECTION OF THE NUMBER, LOCATIONS

AND MAGNITUDES OF JUMPS

Y. Q. YIN

§1. Introduction. Jump detection or change-point detection is a very im-

portant problem in statistics and engineering. The problem can be stated in the

following way:

Let x(t) = f(t) + w(t) be a stochastic process, 0 < t < 1. Here w(t) is the

noise process, Ew(t) = 0, and f(t) = Ex(t) is a function with only finitely many

discontinuities t 1 ,... tq. Suppose these discontinuities are all interior points of

[0, 11 and for each i = 1,... q, f(ti + 0), f(ti - 0) exist and f(ti + 0) $ f(ti - 0).

For definiteness, we suppose f is left continuous everywhere. Our problem is to

estimate

1. the number q of discontinuities,

2. the positions t1 ,'" , tq of these discontinuities;

3. the magnitudes f(ti + 0) - f(ti - 0) of the jumps, i = 1,... , q;

based on a sample x(k), k = 0,1,"" n.

In this paper, under mild conditions, we will give an algorithm to estimate

q, i. e. , define an estimator 4 of q. For each i 1,... q, we give an algorithm to

estimate the position of the ith discontinuity point ti, i. e. , define an estimator

i of ti; we also define an estimator Dnii for the jump at the ith discontiaulit

poilt.I

We will prove that all these estimators are strongly consistent, or in other

words, these estimators converge to the corresponding parameters as n, the

number of sample points, tends to infinity, with probability one.
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We also get the speed of convergence, for example for ti we get

4ii- t = 0 (In nP)

for any a > 0.

The complexity of computation of our algorithms is O(nlogn)

approximately.

The basic hypotheses are two:

1. w(t) is a gaussian white noise.

2. There exists a positive constant K > 0, such that

If(t) - f(s)I 1 Kit - s!, if no ti are in [s,t1.

The condition 1. can be relaxed to nongaussian white noises, but it would

be difficult to relax 2.

In Section 2, we define the algorithms. In Section 3 we give the proofs.

Works on this topic mostly concentrate on the single jump problem, see the

references listed at the rear of this paper. Especially no work has been done on

the case when the number of jumps is unknown.

Acknowledgment. The author sincerely appreciates the encouragement and

financial support of Dr. Krishnaiah, director of the Center for Multivariate

Analysis, University of Pittsburgh.

§2. The Me:hod dir Detectin' the Change Points. Let x(t) = /j - w(t

be a stochastic process, 0 < t < 1. Here w(t) is a Gaussian white noise. f(t)

Ex(t) has only finitely many discontinuities t 1 ,. . ., t . All these discontinuities

are in (0, 1) and of the first kind, i. e., f(ti + 0), f(ti - 0) exist for i = 1, ... ,q.
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Besides, suppose that there is a constant K > 0 such chat If(s) -f(t)j < Ks-t

for any interval Is, t] c [0, 11 not containing any discontinuities. Let

di f f(tj + O) - f (ti - 0) -4 0, i = 1,... ,q,

and suppose

Idl1 _d 2 I _ Idqj, and if Idil = Id j, and i < j, then t2 < tj.

Let m = m(n) T c, m/n --* 0. Define

X(k4-1) +...+ X( k + -) _X(k1) X(k )
Drk n n n n

m m

for m < k < n- m.

Let h,, be a sequence of positive numbers, h, - 0, - 0, for defi-
nhn

niteness, let hn = (In3 n/ In 2 n) 1/3, rn, = In n(in: z)2'(0n3 n) where In, n

1 A inn, jInkn = lnl(lnk-1 n).

Define

1= argmax {IDnk - k h n

12 =argmax {IDkl-khn:k -III>4m}
(k2

13 = arg max D n k l I k h n : Ik- I ! > 4m and !k- 2! > 4 mn ...

If the definition is not unique, we choose the smallest one. At first, we state thc

main theorem, which will be proved in Section 3.

Theorem 3.1. (1) I- - tI < -- for all large n, a. s, z= 1,.. ,q.

(2) DnI, - di, a. s., i = 1,... ,q.

(3) Dn 1, = 0(h,), a. s. for i > q.

We see from this theorem that the qu,_antities defied abuv- .r? s r'ny

consistent estimators of the change points and, . an t ,n nlagniLu 0cs d,

changements. Furthermore we get the convergence rate
Ili, <2m

- 2m, for large n, a. s.
n n

3



from (1).

Theorem 3.1 does not supply a method to estimate the integer q, explicitly.

But based on Theorem 3.1, we can construct a strongly consistent estimator of

q in the following manner.

Let

1 1
(4) Gnk + 1-D-,ID,,Ik++ + D+n.

Here cn > 0 with the properties c, -* 0 and h,/c, --* 0. Let

qn=arg minGCnk.
k

Suppose we have proved Theorem 3.1. We are going to prove

Theorem 2.1. 4n -* q, a. s.

Proof. If k < q, then, almost surely, as n -o

1 1 1
Gnk -Gnq >_ 2-- 1, nhk+i + " " + - D, i. 1 j -h,

1 1

+ (k - q)C "-- 2k+ 1 dk+l + 2. dq > 0

by (2) of Theorem 3.1. That means 4n k for large n.

If k > q, then, noticing 'Dnl, , as it, by (3) of Theorem 3.1, we have for

a constant C > 0,

1 !1
Gnk - Gnq -- Dr.., D,, - (k

" 2'1 "

> h + (k - q) n cn (k - q) - c

c,1(k - q) >0

4



for n sufficiently large, almost surely. In this case n # k either. So, almost

surely, for n sufficiently large, , = q.

§3. Proof of the Main Theorem. At first we prove an elementary lemma.

Lemma. Suppose f(t) is defined in the interval (to - a, to + a) for a positie

number a. Suppose f(to±--O) exist and are finite. Let I, and m, be two sequences

of positive integers such that Is/n --+ to, mn/n --* 0, m, -- co. Let

An 1 ( (I - M) . f (I-1
A = - - f -- -) + + ---

f(1+ 1) I +m
n n

where I = In, n = m,. Then, from liminf IA, _> if(to 0) - f(to - 0), we
f -- 00

can deduce that An -' f(to + 0) - f(to - 0).
I

Proof. Without loss of generality, suppose 1 < to for all n. Let

kn ma {k : I + k < to, o < k < }

I n
Fix E >0O, _E6 >Osuch that to-5 < t < to ==f '(t)-f (to-O0)' < c, and

to < t < to + b => If(t) - f(to + O) 1 < E.

Let Nbe such that asn> N, -to < , < So,as n

An < -f(to -0) + f + (f(to- 0) + e) kn (1 - )(f(to 0)

\ mm
kn)(f (to + 0) - f(to - 0)) E.

In the same way

An 1 m (f(to + -0) f (t 0)) -- 2e.

Thus,

An < 1- I -If(to + 0) -f(to -0) - 2e.

5



Therefore we must have - 0, thus An f(to + 0) - f(to - 0).rn

Theorem 3.1. (1) Ilk/n - tkj < _, for all large n, a. s., fork= 1,... ,q;

(2) Dn -- dk, a. s., for k = 1,... ,q;

(3) Dn1, = O(h,), a. s., for k > q.

Proof. 1. In this part, we prove -1 -t t for all large n, a. s.

Introduce the following notations

I:- {f (k--1)-+. + f(k-- )}, L k1
w;V + -L {w (W=---) +..+ W k -- -) 1.

Let k be such that k/n - tII = r/n k/n - t1 1, k- depends only on n.
k

At first, we note that for k/n - t1 1 > 2m/n,P[ D - -kh
(4) P (IDnkI - n_ n nIDk n )

<5P (i~ki -IAk +I +uk h -I +Vf +T w ji +w)

Because 1 -tI > -- , the points k-rn ' , k-1 k+1 ,k-rm are all on

the same side of tj. If n is larger than some nonrandom number N 1 > 0, for

any k with It1  I > 2-, the interval [k-, km] can contain at most one

discontinuous point ti. There are three possibilities:

(a) No t, in [Am, k-m],

(b) t, E [k.m, k+-m], Idil = !d1[, then ti > tj, and k > k,
(c) t i E [k-,, k-ml Idi < Id l-

For case (a) above,

Ia1 > Id1~- 2K--, Akt < K r-" -
n rn

so,
+ -k :dl - 3Km + 1 k-k 1

n n n .2

for n > NJ2 > 0, N2 is a nonrandom constant.

6



For case (b),

I > dil - 2K', iAk < Idl+ 2-- ,
n n

so, for a constant c > 0,

(k - k)!Ak-I - I!,kl + k-)h, > -4K -
n nt

+ (t, - tl)h, + o(hn) > ch,.

when n > N 3 > 0, N'3 is nonrandom, c is a positive constant.

For case (c),
I-k! (k-k)

Izi - -. h, > Id,j - !dj! + o(1)
n

1
> -( d, - 'dil) > 0

2

when n > N 4 > 0, N 4 is nonrandom.

Thus, for n > max( N 1 , N2 , N 3 , N 4 ), and for some constants c1 > 0, c, > 0,

P IDlkJ - k n IDnkl - kh)

<Pbh < i++ m)

< bnC-ba nnln n - b2 -b3 In3 n

if" w e choose h, - (l n: /, In n(ln 2 , )2/3 (11n3 i) ,3 e e ,. b2

positive constants, In2 x =n ln x, 1:13 x =In !n x. Th'us, the series

Pio,- kh Dk-kh,,for sorne k: with'- -t,,>-
:5 4 -hn 5 1 +n

4Z P -h!z h,, < !I~n~k~ ~

7h



By Borel-Cantelli Lemma,

P(BN,s.t.n > N, Ik -tl > -

n n

D. k 11n > IDnki -kh /I

or,

P(3, N,s.t.n > N, jD,njI - kh, < - kI71

k 2m
- _ < .

n

Since !D,I,! - L' .,,, > IDn.!, - kh,

P (TN,s.tn>N t < 27n" 1

n n

This proves case k = 1 for (1).

By

n1 n

we hav(
lim inf D, ,h I.

So. by the elementary lemma, we get Dj -- d a. s.

2. In this part we prove -_ tiK 2 for all large n, a. s.. and 1).-j,

a. s., if 2 < i < q. But we carry out the proof only for the case i 2.
Let k be such that t t.,mm and suppose k is such that

k n

" .t, > and t,, I . Suppose for these Z- and k. D-

IDkl- Ah, so that

k-k"n k' .

Ai - !AA n ha n< 51"'A;' + 1£ V;
718



Si ce !_, 2rn__ _

Since -t 1! > t,  I t 1 and t 2 are not in the interval 'k-r, k-,m-

EN 1 > 0 nonrandom, such that as n > N 1 , L' m, n contains at most onie

discontinuity point. There are three possibilities:

(a) No ti in [ k-'

(b) ijE [k.rm, k rndf = Id,:, of course i > 2, tj > t 2 .
(c) k- k- < d

For (a), we have

2m2m 2IA ] _ d,_'-K"-, JAkI _ - ,
r n

and then as n > N_, N 2 nonrandom,

k- k 4 -m I
n n 2

For (b),

J~ki > Id,' - K 2 m < ' 2m
n n1

and as n > V3, V 3 nonrandom, we have

k- k 4m k-k
JAk! - ]Ak! + h, > -K -+ h

>(-K 4m ti - t, + (1) h, >_ bl,,,,

for constant b > 0.

For case (c), just in the same way, we can show that as n > N 4 , V4

nonrandom,

JA" - Lk! + - 1 > (., - d,') > 0.
n

therefore as n > max(Nt1,X 2 ,VY, -N4),

P l - h "' D- - h
n 71 n

< .1 P b Ih, < D

< 4P(b~hnv'm < 'z ) < b2 n- 111 ,l

9



for positive constants b, b2, b.. Here vi,. ,Vm, z have the same meanings as

before.

Therefore the series

EP( Dk.j- k-h, < Dk - kh.,n
n n n

for some k with Ik- - t l > 2m
n n

k 2
and In t2 >

it.

Thus

k k
P E 2V: n > N == 1 JD,, - -h~n > ! D nk ' - -It,

ki n >n~k

k 2mi
for all k with I- - tJ >2

n n

and -k _l >2

Suppose the event in the last P( ) is true, and - t I < - is true for large

n. Then, , - Iii = nI - >1 > n(1t-2 - t1 [ I ) > .1m, if n is large. So.
J g1! hn > IDn.1 - khand !'- tl _ 7 -, h -- [< or "- t:l < -- for large n

n ann i - n
a. s. But _ - n - m

large n a. s.

From D I--hn > IDk.I- ht , we have liminf:D, > d.,1 . fie

lemma, we must have D, 1 2 -- d2 , a. s.

3. In this part we prove that DnI,, = (h,, a. 1. 3y di;:itim.

JIq+i - IJ, > 4m, i 1,... ,q for sufficiently large n, a. s. Thus, in this case.

1q+1 4m 2m 2r

n n n n

10



Therefore in rim ''""3there are no discontinuity points, so

IDniq+l IAI I + WjJ 1 +'I+l-I

<K2m lvl

and

EbP~biFh h <z! K 2m

n

Therefore

In,,I = O(hz,), a. s.
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